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1 The diffraction integral

An aberrated optical system is described by the pupil function P (ρ, θ). Because of the
circular geometry that is present in most optical problems, we switch from the real-
space cartesian coordinates (X, Y, Z) (see Fig. 1) to normalized cylindrical coordinates
(ρ, θ, z) with 0 ≤ ρ ≤ 1 and 0 ≤ θ ≤ 2π. A general pupil function can be written as

P (ρ, θ) = A(ρ, θ) exp {iΦ(ρ, θ)} , (1)

where A is the (non-negative) transmission function and Φ is the (real) aberration
phase. Note that for our purpose we can consider the transmission function to be a
possible nonuniformity in the beam that illuminates the entrance pupil of the optical
system. In the case of a mirror system with a central obstruction, the transmission
function A becomes zero in a central region.

From Fourier optics, see Ref.[1], Sec. 9.1, the normalized complex point-spread
function U(r, φ; f) at a defocused plane described by the defocus parameter f and
polar coordinates r, φ with 0 ≤ r < ∞ and 0 ≤ φ ≤ 2π, is given in normalized form as

U(r, φ; f) =
1

π

∫ 1

0

∫ 2π

0
exp{ifρ2}P (ρ, θ) exp {2πiρr cos(θ − φ)} ρdρdθ . (2)

Here the factor exp{ifρ2} stems from the phase departure in the exit pupil due to a
focal shift by an amount of z (in units of the normalized axial coordinate). It can be
shown that the relation between f and z is given by f = −2πz. The minus sign in
the relationship between f and z differs from the convention used in Ref.[1] because we
chose not to include a minus sign in the defocus exponential of the integrand in Eq.(2).
The exponential exp{2iπρr cos(θ − φ)} is dictated by the Huygens-Fresnel principle
under the usual approximations. The issue we consider here is how to compute U from
P in a numerically reliable, accurate and convenient form. For this we shall in Sec. 2
consider the Zernike expansion of P and show in Sec. 3 how this expansion translates
into an analytical expression for U .
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Figure 1: A wave propagates from the spherical reference surface with radius R in the
exit pupil (center in E0) towards the image plane (center at P0). We use cylindrical
coordinates instead of the cartesian set (X, Y, Z). The diameter of the exit pupil is
2ρ0 and the distance from pupil to image plane is R. In this document, the lateral
coordinates on the exit pupil sphere are normalized to unity by means of the value of
ρ0 and denoted by (ν, µ); the corresponding normalized polar coordinates are (ρ, θ).
The image plane coordinates (X, Y ) are normalized with the aid of the diffraction unit,
λ/s0, and denoted by (x, y); s0 = ρ0/R equals the image-side numerical aperture (NA)
of the optical system. The corresponding polar coordinates in the image plane are (r, φ).
The real-space axial coordinate Z is normalized with respect to the axial diffraction
unit λ/u0 with u0 = 1 − (1 − s2

0)
1/2, yielding z = Zu0/λ. For optical systems with a

low-to-moderate NA-value, u0 ≈ (NA)2/2 and z = (NA)2)Z/2λ.

2 Zernike representation of pupil functions

2.1 Classical viewpoint

Consider first the case that we have an optical system with only a pure-phase aberration,
so that P = exp{iΦ} with real Φ. Expand Φ into a Zernike series,

Φ(ρ, θ) =
∑

n,m

αm
n Zm

n (ρ, θ) , (3)
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with

Zm
n (ρ, θ) = Rm

n (ρ).











cos mθ ,

sinmθ .
(4)

Zm
n (ρ, θ) is the Zernike circle polynomial with the radial polynomial Rm

n (ρ) its radial
part of azimuthal order m and degree n, with integers n, m ≥ 0 such that n − m ≥ 0
and even, and αm

n is the corresponding (real) expansion coefficient. We shall consider
in the sequel only the cosine option above, the sine option requiring just a second
set of expansion coefficients. Another expansion is frequently used, involving complex
exponentials exp(imθ). The azimuthal order number now runs from −∞ to +∞ and
the Zernike coefficients αm

n are generally complex.
In the expansion of Eq.(3), the αm

n carry physical significance, also see Ref.[1], Sec.
9.3, according to table 1 below.

Zernike terms

Z0
0 = 1 aberration-free (Z1) Z1

3 = (3ρ3 − 2ρ) cos θ coma (Z7)

Z1
1 = ρ cos θ tilt (Z2) Z2

2 = ρ2 cos 2θ astigmatism (Z5)

Z0
2 = 2ρ2 − 1 defocus (Z4) Z0

4 = 6ρ4 − 6ρ2 + 1 spherical (Z9)

Table 1: Some characteristic lower-order Zernike terms; between parentheses the num-
ber of the Zernike polynomial is given according to the so-called fringe convention, see
Ref.[2].

2.2 More general viewpoint

Consider a general pupil function P = A exp{iΦ} and expand this product of functions
into a Zernike series as

P (ρ, θ) = A(ρ, θ) exp{iΦ(ρ, θ)} =
∑

n,m

βm
n Zm

n (ρ, θ) . (5)

In the important special case that A ≈ 1 and Φ is small, we have

P (ρ, θ) ≈ 1 + iΦ(ρ, θ) = 1 +
∑

n,m

iαm
n Zm

n (ρ, θ) . (6)

In the general case, the physical interpretation of the complex βm
n may not be straight-

forward. There exists, however, a simple relationship between the on-axis intensity
I(0, 0; 0) = |U(0, 0; 0)|2 of the diffraction image and the β-coefficients: I(0, 0) = |β0

0 |
2
.

It is also possible to establish a slightly more elaborate expression for the frequently
used Strehl intensity IS in terms of the β-coefficients after normalization with respect
to the integrated intensity over the pupil:

IS =
|β0

0 |
2

∑

n,m

(

|βm
n |2

n+1

) . (7)
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In the case that only weak phase aberrations are present, the |βm
n | (n, m 6= 0) are close

to zero and the Strehl intensity remains unity.
The strong point of the β-representation is that only a limited number of low or-

der β’s with modest amplitude is sufficient for the accurate description of the pupil
function of a high-quality optical system. Going back from the β-representation to the
α’s with their easier physical interpretation in the wavefront domain implies a phase
’unwrapping’ procedure. Phase unwrapping may lead to 2π ambiguities, especially if
the phase function is not continuous. The majority of high-quality optical systems con-
sists of well-corrected systems with relatively small β-values and the phase-unwrapping
problem is easily solved.

3 From pupil function P to point-spread function U

3.1 Analytic solution

We insert the Zernike series representation of Sec. 2.2 for P into the diffraction integral
and get for the point-spread function U the expression

U(r, φ; f) =
∑

n,m

βm
n Um

n (r, φ; f) , (8)

where βm
n Um

n is the contribution to U of the aberration term βm
n Zm

n . In [J1] it has been
shown how to evaluate the Um

n . There holds

Um
n (r, φ; f) = 2imV m

n (r, f) cos mφ , (9)

where

V m
n (r, f) =

∫ 1

0
exp{ifρ2}Rm

n (ρ)Jm(2πrρ)ρdρ , (10)

with Jm the Bessel function of the first kind and of order m. For V m
n there is the

power-Bessel series expansion

V m
n (r, f) = exp(if)

∞
∑

l=1

(−2if)l−1
p
∑

j=0

vlj
Jm+l+2j(2πr)

l(2πr)l
(11)

in which p = (n − m)/2 and

vlj = (−1)p (m + l + 2j)

(

m + j + l − 1

l − 1

)(

j + l − 1

l − 1

)(

l − 1

p − j

)

/

(

q + l + j

l

)

, (12)

where q = (n + m)/2 and the binomial coefficients are defined for integer n, k by

(

n

k

)

=











n!
(n−k)!k! , 0 ≤ k ≤ n ,

0 , otherwise .

(13)
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The series expansion in (11) can also be cast into a form that is reminiscent of Lommel’s
series expression for the aberration-free case, viz.

V m
n (r, f) = exp(if)

∞
∑

l=0

(−if

πr

)l p
∑

j=0

ulj
Jm+l+2j+1(2πr)

2πr
, (14)

where

ulj = (−1)p m + l + 2j + 1

q + l + j + 1

(

m + l + j

l

)(

l + j

l

)(

l

p − j

)

/

(

q + l + j

l

)

. (15)

The result of the classical Nijboer-Zernike theory,

V m
n (r, 0) =

∫ 1

0
Rm

n (ρ)Jm(2πρr)ρdρ = (−1)
n−m

2

Jn+1(2πr)

2πr
, (16)

is obtained from (14) by setting f = 0 (so that only the term in the series with l = 0
and j = p is non-vanishing).

3.2 Summary and features of analytic solution

Having expanded the complex pupil function P as

P (ρ, θ) =
∑

n,m

βm
n Rm

n (ρ) cos mθ , (17)

the defocused complex point-spread function U is given by

U(r, φ; f) = 2
∑

n,m

imβm
n V m

n (r, f) cos mφ . (18)

Here the basic integrals V m
n have the power-Bessel series representation

V m
n (r, f) = exp(if)

∞
∑

l=1

(−2if)l−1
p
∑

j=0

vlj
Jm+l+2j(2πr)

l(2πr)l
(19)

with explicitly given vlj .
We briefly mention another approach to solving the general diffraction integral of

Eq.(2). The integrand can be split up in monomial terms in ρ according to

Tm
n (r, f) =

∫ 1

0
exp

{

ifρ2
}

ρnJm(2πrρ)ρdρ . (20)

Like the V m
n (r, f), the integrals Tm

n (r, f) also allow a semi-analytic solutions. Details
can be found in [J1] and [B1].

The solutions possess the following features.

i) Separation of the spatial and focal variables and the optical parameters r, φ, f, βm
n .
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ii) Numerical evaluation feasible for all r and all f with |f | up to 25 (focal depth
range approximately from −15 to 15). With 3|f |+ 5 terms included in the series
over l, an absolute accuracy of at least 10−6 in amplitude is achieved.

iii) Easy and transparent computer codes; some downloadable examples of such
codes, programmed in MatLab, are made available on the webpage under the
heading Downloads.

iv) Lommel’s solution (1886) for the aberration-free case and Nijboer’s solution (1942)
for the aberrated case at best focus f = 0 occur as special cases.

4 Aberration retrieval from the through-focus intensity
point-spread function

In Sec. 3 we have seen how we can compute the through-focus complex amplitude
U , and therefore the through-focus intensity I = |U |2, from the Zernike expansion
coefficients β of the pupil function P . We now consider the inverse problem, where we
suppose the through-focus intensity I to be given and where we want to determine the
pupil function P that gives rise to these intensity distributions. This is a problem of
great practical importance since in the regime of optical frequencies occurring nowadays
one generally has no access to the complex amplitude U while the intensity I is relatively
easy to measure.

4.1 Approach

We postulate
P = Ptheory =

∑

n,m

βm
n Rm

n (ρ) cos mθ , (21)

and we estimate the unknown βm
n by matching the measured or given intensity I(r, φ; f)

with the theoretical intensity

Itheory(r, φ; f) = |Utheory(r, φ; f)|2 =

∣

∣

∣

∣

∣

2
∑

n,m

imβm
n V m

n (r, f) cos mφ

∣

∣

∣

∣

∣

2

(22)

in the (r, φ; f)-space (focal region). Since there is only a limited number of non-zero
β’s, this is a relatively easy task for which we give a work-out below under a ”small”
aberration assumption.

4.2 Work-out for small aberrations

We assume that aberrations are small. On the level of β’s this means that β0
0 , the

coefficient of the aberration-free term Z0
0 ≡ 1, dominates the totality of all other βm

n .
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Since we work with intensities, we may also assume that β0
0 > 0, thereby fixing an

undetermined overall phase factor. Then we get

|Utheory|2 =

∣

∣

∣

∣

∣

2β0
0V 0

0 + 2
∑

n,m

′

imβm
n V m

n cos mφ

∣

∣

∣

∣

∣

2

≈ 4(β0
0)2|V 0

0 |2 +
∑

n,m

′

β0
0Re(βm

n ).8Re
[

imV m
n V 0∗

0

]

cos mφ

−
∑

n,m

′

β0
0Im(βm

n ).8Im
[

imV m
n V 0∗

0

]

cos mφ . (23)

Here the ≈ refers to the fact that we have deleted small cross-terms (involving two
βm

n with (n, m) 6= (0, 0)), and the ′ on the summation signs means to indicate that the
term with (n, m) = (0, 0) has been omitted. The βm

n are found by optimizing the match
between the above linearized theoretical intensity and the given or measured intensity
in the focal region. Here we observe that the linearized theoretical intensity |Utheory|2
involves the quantities (β0

0)2, β0
0Re(βm

n ), β0
0Im(βm

n ) in a linear way (with β0
0 > 0), viz.

as coefficients of the known and readily computable basic functions

REm
n (r, φ; f) = 8Re

[

imV m
n (r, f)V 0∗

0 (r, f)
]

cos mφ ,

IMm
n (r, φ; f) = 8Im

[

imV m
n (r, f)V 0∗

0 (r, f)
]

cos mφ . (24)

A convenient procedure results when the coefficients are chosen such that the mean
squared difference between the given intensity and the linearized theoretical intensity
is minimal. This works well in practice when a symmetric f -range is used and when
sampling in the various image planes in the focal region is done in accordance with
the polar nature of the coordinates r and φ. The β-representation has proven to be
useful up to amplitude/phase values of typically 5 to 6 for an isolated β-coefficient. For
a more general aberration pattern, the rms value of the phase variation over the exit
pupil should not exceed 1.5 radians. The total effect of the β-coefficients on the Strehl
intensity, see Eq.(7), should be such that there holds IS ≥ 0.30. Note that the Strehl
intensity of a well-corrected optical imaging system should be at least 80%.

4.3 Features of the solution

There are the following particular features of the solution of the problem as outlined
above:

i) Simple linear algebra with well-conditioned linear systems.

ii) Decoupling per azimuthal order (cosmφ!).

iii) Decoupling per real and imaginary part of βm
n (REm

n and IMm
n have opposite

parity in f : symmetric f -range!).

iv) Additional ”lucky breaks” in the often occurring case that we have a pure-phase
aberration (P = exp{iΦ} ≈ 1 + iΦ). Then β0

0=1 in the inversion scheme and all
other β’s are purely imaginary.
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5 Advanced ENZ-theory

In the previous sections we have presented the basics of ENZ-theory for the compu-
tation of point-spread functions from pupil functions and the retrieval of aberrations
from intensity point-spread functions in the focal region. When using ENZ-theory in
practical situations, it may well happen that not all conditions under which the basic
theory is supposed to be applied are met. We discuss in this section the extensions of
the ENZ-theory that are required when we deal with

i) optical systems with high numerical aperture,

ii) (lithographic) systems with blurring in the image planes and focal stochastics,

iii) optical systems with aberrations exceeding the diffraction limit.

5.1 Optical systems with high numerical aperture (vector diffraction)

The original Extended Nijboer-Zernike diffraction analysis was limited to scalar optical
fields, a good approximation for imaging systems with a numerical aperture smaller
than 0.60. At larger numerical aperture, several complications are encountered that
have been partly treated in the literature:

i) the vector character of the light has to be accounted for because the focal field can
not be described by a single quantity. In general, if the light is linearly polarized
in the x-direction at the entrance of the optical system, we will also observe a
dominating x-component in the focal region. But on top of this, non-negligible
field components in the y- and z-direction will be measured. The calculation
of each of these components requires a special diffraction integral that is more
complicated than the original scalar version.

ii) the distribution of the intensity on the exit pupil of the optical system sphere
is, apart from a lateral magnification factor, not a simple one-to-one mapping of
the intensity distribution on the entrance pupil. One has to specify the type of
optical system to determine the exact mapping. In the frequently occurring case of
imaging systems with a large image field (the so-called aplanatic optical systems),
a special mapping is found that leads, with respect to the lateral pupil coordinate,
to an increasing intensity towards the rim of the exit pupil. This radiometric effect
is of minor importance at low aperture but needs to be incorporated in the high
numerical aperture case.

iii) the defocusing of a high-NA pencil of light is not simply described by multi-
plying the various integrands of the diffraction integrals with a quadratic phase
factor. The phase departure of a defocused beam is proportional to the perpen-
dicular pathlength difference between two spherical caps. Apart from the leading
quadratic term, higher order terms need to be incorporated in the expression for
the defocus effect.
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iv) the vectorial diffraction integrals that were given in the literature did not allow
an analytic treatment with respect to separate Zernike aberration terms. It has
turned out to be possible to develop semi-analytic expressions for the basic vecto-
rial diffraction integrals for each Zernike aberration term like it was demonstrated
earlier for the scalar diffraction case. With the foregoing extensions to the scalar
case we have obtained analytic expressions for the electric and magnetic field
components in the focal region of a high-NA imaging system ([J4]).

The next step was to create a backward calculation scheme for the vectorial case so that
the aberrations and transmission defects of a high NA optical system can be retrieved.
Although the scheme, including the retrieval of the so-called ’polarisation aberration’,
comprises rather lengthy expressions, the retrieval at high numerical aperture has be-
come feasible (see [J7]) and is currently applied both to synthetic data for testing
purposes and to experimental data; in the latter case, only illumination with natural
light was used and this leads to a rather drastically reduced version of our retrieval
scheme.

We now list some of the changes and extensions that occurred in the formulae when
switching from the scalar case to the high-NA case, including the introduction of the
vector diffraction formalism. In the case of optical systems with a numerical aperture
exceeding 0.60, the focal factor exp[ifρ2] in the diffraction integral (2) fails to be an
accurate approximation of the true focal factor AR(ρ) exp[iΦc(ρ)] in which

AR(ρ) = (1 − NA2ρ2)−
1

4 , Φc(ρ) = f
1 − (1 − NA2ρ2)

1

2

1 − (1 − NA2)
1

2

. (25)

In (25), AR is an amplitude function accounting for the radiometric effect and Φc is
the phase function that correctly describes defocusing in the exit pupil. In [J6], Sec.
5, it is shown how the ENZ-theory can be simply extended to give adequate forward
computation and retrieval results in the regime 0.60 ≤ NA ≤ 0.80. For values of NA
in excess of 0.80, this extension is not adequate anymore; moreover one has to adopt a
vectorial treatment of the imaging and also the state of polarization of the used light
should be taken into account. We consider, for the case of NA ≥ 0.80, the complex
pupil function on the exit pupil, according to

Bx = Ax exp[2πiW x] , By = Ay exp[2πiW y] , (26)

with Ax and Ay the field strenghts in the x and y directions and W x and W y the
wavefront aberrations in units of λ, the wavelenght of the polarized light. These Bx and

By are expanded in series involving the Zernike terms exp[imθ]R
|m|
n (ρ) with coefficients

βm
n,x and βm

n,y, where we adopt now, for notational convenience, the exponential rather
than the trigonometric notation for the θ-dependence. A further advantage is the
simultaneous treatment of amplitude and phase using the complex notation. This
allows for the incorporation of birefringence that effects both the amplitude and the
phase of the propagating light waves. The vector corresponding to the field arising
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from an initially linearly x-polarized incident wave is given by

Ex(r, φ, f) = −iγs2
0 exp

[−if

u0

]

∑

n,m

imβm
n,x exp [imφ] ×









V m
n,0 +

s2

0

2 V m
n,2 exp [2iφ] +

s2

0

2 V m
n,−2 exp [−2iφ]

− is2

0

2 V m
n,2 exp [2iφ] +

is2

0

2 V m
n,−2 exp [−2iφ]

−is0V
m
n,1 exp [iφ] + is0V

m
n,−1 exp [−iφ]









. (27)

Here we have written

s0 = NA = sinα , u0 = 1 −
√

1 − s2
0 , f = −2πu0

Z

λ
= −2πz , (28)

with α the aperture angle of the system and z the axial coordinate in units of λ. A
similar expression results for the case of an initially y-polarized incident wave. For full
details, see [J4], [J7]. The V m

n,j functions occurring in (27) are given as

V m
n,j =

∫ 1

0

ρ|j|
(

1 +
√

1 − s2
0ρ

2

)−|j|+1

(1 − s2
0ρ

2)1/4
exp

[

if

u0

(

1 −
√

1 − s2
0ρ

2

)]

× R|m|
n (ρ)Jm+j(2πrρ)ρdρ . (29)

The computation of the V m
n,j has been described in [J4], Appendix B, see also Subsec.

5.4 below; in [J4], Sec. 5, a number of figures, showing moduli of field components
computed according to (27-29) under a variety of polarization conditions are presented.
In [J7], the above forward computation scheme is taken as a point of departure to devise
a retrieval method for both aberrations and birefringence for which a detailed and
instrumental graphical illustration of the arising basic functions is presented. In [C4],
[P10] the results of forward calculation using the vectorial high-NA formulas and those
using the low-NA formulas are compared for the case of unpolarized light. Moreover,
for this unpolarized case, aberration retrieval under high-NA conditions is performed.

5.2 Image blur and focal stochastics

In the lithographic application of aberration retrieval according to the ENZ-method, the
recorded intensities I ′(r, φ; f) are quite often a smeared version of the actual intensities
I(r, φ; f). Common reasons for this smearing are

i) mechanical noise in the horizontal planes,

ii) acid diffusion in the image planes during the post exposure baking process (resist-
based recording),

iii) stochastic variation of the focal parameter f .
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It is customary to model the combined effects of the position noise and the diffusion
in the image planes with the aid of a Gaussian convolution kernel with zero mean
and radial symmetry. Furthermore, the focal parameter is assumed to have Gaussian
distribution around its nominal value. Accordingly, the relation between the recorded
intensity I ′ and the actual intensity I is

I ′(x, y; f) =

∫∫∫

I(x, y; f)d(x − x′, y − y′)fn(f − f ′)dx′dy′df ′ . (30)

Here d and fn are given by

d(x, y) =
1

2πσ2
r

exp

(

−x2 + y2

2σ2
r

)

, real x, y , (31)

and

fn(f) =
1

σf

√
2π

exp

(

−f2

2σ2
f

)

, real f , (32)

with σr and σf the standard deviations in the spatial domain and focal range respec-
tively. In the retrieval scheme, it is necessary to correct the basic functions REm

n and
IMm

n of (24) in accordance with the integral operation in (30), where we assume the
blurring effect to be linear. The numerical evaluation of the integrals in (30), with
I = REm

n or IMm
n , is a time-consuming and delicate matter, especially when σr and σf

are small. In [J8] this problem is circumvented by identifying σr and σf with diffusion
times t and s according to

σr =
√

2Dt , σf =
√

2cs , (33)

with D and c diffusion constants. The recorded intensity I ′(x, y; f) can then be con-
sidered as the result I(x, y; f ; t, s) of the diffusion proces after times t, s with initial
intensity I(x, y; f ; 0, 0) equal to the actual intensity I(x, y; f). This diffused function
I = I(x, y; f ; t, s) satisfies the diffusion equations

∂I

∂t
= D

(

∂2

∂x2
+

∂2

∂y2

)

I ,
∂I

∂s
= c

∂2I

∂f2
. (34)

The I(x, y; f ; t, s) can then be approximated as

I(x, y; f ; t, s) = I(x, y; f ; 0, 0) + t
∂I

∂t
(x, y; f ; 0, 0) + s

∂I

∂s
(x, y; f ; 0, 0)

+
1

2
t2

∂2I

∂t2
(x, y; f ; 0, 0) + ts

∂2I

∂t∂s
(x, y; f ; 0, 0) +

1

2
s2 ∂2I

∂s2
(x, y; f ; 0, 0)

+ ... (35)

in which the required partial derivatives can de evaluated in accordance with (34). In
[J8], the resulting approximations have been calculated analytically for I = REm=0

n=2p,
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IMm=0
n=2p. We have, for instance, for |V 0

0 |2 the first order corrected expression (with σr

and σf reinstalled according to (33))

|V 0
0 |2 − π2σ2

r

(

2|V 0
0 |2 + 2Re

(

V 0
2 V 0∗

0

)

− 4|V 1
1 |2
)

− 1

2
σ2

f

(

1

6
|V 0

0 |2 +
1

3
Re
(

V 0
4 V 0∗

0

)

− 1

2
|V 0

2 |2
)

. (36)

In Sec. 5.4 below we shall sketch a more systematic approach for evaluating Laplacians
and ∂

∂f of basic functions.

5.3 Retrieval of larger aberrations: predictor-corrector approach

In (23) we have linearized |Utheory|2 with respect to terms involving products β0
0Re(βm

n ),
β0

0Im(βm
n ). This is a valid approach when the totality of all βm

n with (n, m) 6= (0, 0) is
relatively small compared to β0

0 . For larger aberrations it is better to adopt a predictor-
corrector approach. Here a sequence βm

n (k), k = 0, 1, ... , of estimates of the βm
n is

constructed in which βm
n (0) is the result of the matching procedure described in Subsec.

4.2. The estimate βm
n (k+1) is obtained from βm

n (k) by applying the matching procedure
with the recorded intensity corrected for the kth estimate

4
∑

n1,m1;n2,m2

′′

Re
[

βm1

n1
(k)βm2∗

n2
(k)im1−m2V m1

n1
V m2∗

n2

]

cos m1ϕ cos m2ϕ (37)

of the small-cross-terms contribution where the
′′

at the summation sign refers to the
totality of all n1, m1, n2, m2 with (n1, m1) 6= (0, 0) 6= (n2, m2). In [J6] this procedure
has been worked out in simulation, and it was found that aberrations well exceeding the
diffraction limit could be perfectly retrieved. As a rule of thumb, we proved retrieval
convergence for an rms aberration value of 0.25 λ, approximately three times the
diffraction limit of 0.075 λ rms.

5.4 The general integral

The general basic function, as occurs in (37), in its high NA-version, as we have it in
(29), involves the product of an integral

J(k, j, l; E) = il
∫ 1

0
ρk
(

1 +
√

1 − s2
0ρ

2

)−j+1

×

E(ρ) exp

[

if

u0

(

1 −
√

1 − s2
0ρ

2

)]

Jl(2πρr)ρdρeilφ (38)

with the complex conjugate of another such integral. Here E(ρ) is a relatively smooth
function of ρ, such as

1
(

1 − s2
0ρ

2
)

1

4

J1(bρ)
1
2bρ

Rm
n (ρ). (39)
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The factor
(

1 − s2
0ρ

2
)− 1

4 represents the radiometric effect. The factor J1(bρ)/1
2bρ rep-

resents a second amplitude non-uniformity that occurs when the pinhole used for pro-
ducing the point-spread functions has a non-negligible diameter b (normalized). The
factor Rm

n (ρ) is a Zernike polynomial of moderate degree n and azimuthal order m.

The integrals J transform conveniently under applying the Laplacian ∆ = ∂2

∂x2 + ∂2

∂y2

or partial derivatives ∂x, ∂y, ∂f . There holds

∆J(k, j, l; E) = −4π2J(k + 2, j, l; E) , (40)

∂xJ(k, j, l; E) = πiJ(k + 1, j, l + 1;E) + πiJ(k + 1, j, l − 1; E) , (41)

∂yJ(k, j, l; E) = πJ(k + 1, j, l + 1;E) − πJ(k + 1, j, l − 1; E) , (42)

∂fJ(k, j, l; E) =
is2

0

u0
J(k + 2, j + 1, l; E) . (43)

Hence, in the case of high-NA imaging with image blur and focal stochastics, the terms
that occur in (35) via (34), are all expressible in terms of the general integral J . In
[J4], Appendix B, a method has been given to evaluate integrals J , but this method is
relatively complicated. We have devised a more user-friendly computation scheme that
can be used when the degree n of the Zernike polynomial Rm

n involved in E is not too
large, see [B1], Appendix D and [J18].

5.5 Imaging of extended objects

A new field of application can be found in the forward calculation of more complicated
object structures as encountered in optical lithography. The aerial image or, more im-
portantly, the resist image with an as large as possible tolerance against image plane
and exposure off-set (critical dimension or ’CD’-control in lithography) has to be deter-
mined by finding an optimum diffracting structure on the mask or reticle in the object
plane of the projection lens. To this end, on top of the basic geometrical features, ex-
tra amplitude and/or phase structures are introduced and iteratively adjusted on the
object mask. This optimization method, called Optical Proximity Correction (OPC),
is largely based on an electromagentic solver for computing the optical near-field of
the mask for each angle of incidence coming out of the illumination system, on the
Fast Fourier Transform (FFT) for propagation of the coherent optical field towards the
entrance pupil of the projection system and on singular value decomposition (SVD) for
computing the partially coherent image formation. The total numerical load of such
a mask optimization by means of OPC is impressive and asks for a large installation
of computing power. In the case of vector diffraction, Hopkins’ approximation of the
diffraction by a grating (invariance with respect to the angle of incidence) is not al-
lowed and this leads to a further numerical complication that severely slows down the
OPC-optimisation process.

To be adopted for OPC-calculations, ENZ-theory has to be generalised with respect
to the object structure. Instead of using the small ’point-source’ with an extension of
typically less than, say, λ2/4(NA)2, that was the starting point in the ENZ-theory, we
now switch to extended objects that are not necessarily illuminated in a coherent way.
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In the ENZ-approach for mask imaging, the near-field calculation remains subjected to
an electromagnetic field solver. But in the other imaging steps, ENZ-theory replaces
the FFT- and SVD-operations and provides a through-focus aerial image in a single
step. This can equally well be done in the case of a slightly aberrated projection system.
To this end, the following steps have to be executed,

• propagate the optical near-field from a finite object area (typically 100 to 1000
surface units of λ2/(NA)2) towards the entrance pupil using a typical angle of
incidence from within the illumination cone,

• calculate the Zernike field representation in the entrance pupil of the coherent
field belonging to the particular angle of incidence in the illumination,

• propagate the field from the entrance to the exit pupil of the projection system
by multiplying the field in the entrance pupil with the Zernike coefficients of the
non-ideal projection system; a new set of Zernike coefficients in the exit pupil is
available; here, we have to include the finite magnification effect (M 6= 0) on the
calculation of the amplitude factor 1/(1−s2

0ρ
2)−1/4 in the integrand of the Debye

integral, see Eq.(29). This factor, in the case of an object at infinity, is composed
of a pupil mapping factor

√
kz multiplied by the Debye weighting factor 1/kz

for a plane wave, leading to the net effect of 1/
√

kz = 1/(1 − s2
0ρ

2)1/4. In the
case of a finite magnification M , the pupil mapping effect leads to an modified
amplitude on the exit pupil equal to (1−s2

0ρ
2)1/4/{1−(n2

1/n2
0)M

2s2
0ρ

2}1/4, where
we accommodated the effect of the possibly different refractive indices of object
and image space, n0 and n1, respectively, through the ratio n1/n0. Including the
1/kz-factor, proper to the Debye-integral, we obtain the modified expression for
the V m

n,j-function of Eq.(29) for the case of finite magnification M ,

V m
n,j =

∫ 1

0

ρ|j|
(

1 +
√

1 − s2
0ρ

2

)−|j|+1

(1 − s2
0ρ

2)1/4(1 − (n2
1/n2

0)M
2s2

0ρ
2)1/4

exp

[

if

u0

(

1 −
√

1 − s2
0ρ

2

)]

× R|m|
n (ρ)Jm+j(2πrρ)ρdρ . (44)

• calculate the intensity distribution in the focal volume using the scalar or vector
version of the Extended Nijboer-Zernike theory.

• Repeat the foregoing steps for other angles of incidence so that the total illumi-
nation cone is sampled in a sufficiently accurate way.

• The total energy density in the focal volume equals the incoherent sum of all
partial contributions from the complete illumination cone.

An analytic tool like the ENZ-theory can be of great value because of its basic inherent
accuracy, quick convergence and analytic decomposition of the focal intensity distribu-
tion along the three axis of the cylindrical coordinate system. Moreover, aberrations
are readily included in the modeling and the through-focus exposure is immediately
available.
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5.6 Imaging in a stratified medium

Imaging in a layered or stratified medium frequently occurs, for instance, in microscopy
and in optical projection lithography. The ENZ-based imaging method uses the Debye
integral as its starting point, both for low to moderate and for high-NA imaging. The
amplitude and phase of the spectrum of plane waves that propagate from the exit pupil
to the image region determine the Zernike expansion of this wave field. The plane wave
spectrum can be monitored when it is incident on a planar interface between two media,
preferably perpendicular to the optical axis. A reflected and a transmitted plane wave
spectrum can be calculated using standard expressions for the Fresnel reflection and
transmission coefficients at an interface. For a sequence of transitions, stable schemes
are available to obtain the forward and backward propagating wave amplitudes in any
layer of the stratified medium. In practice by using a sufficiently large number of prop-
agation directions to represent the full angular spectrum, we obtain, by interpolation, a
smooth representation of the forward and backward propagating spectra. These spectra
are then expanded with the aid of two sets of complex Zernike coefficients. In the vector
case, four sets of Zernike coefficients are needed. The complete calculation scheme can
be found [J18]. Research is going on to deal with surface waves and plasmonic effects
in the multilayer stack. Evanescent waves that tunnel through a low-index interstice
in a multilayer stack also need a special treatment that has not yet been evaluated.

5.7 Microlenses

Microlenses have many applications. In the framework of illumination optics, they are
used in image sensors and in depth simulating optical arrangements. In metrology,
they are used for wavefront tilt and wavefront curvature sensing, for instance in a
Shack-Hartmann wavefront sensor. In such applications, the through-focus intensity
distribution is needed. The Debye integral is not an adequate approximation of the field
in focus when the Fresnel number of the focusing beam becomes small. The Fresnel
number of a focusing beam is defined by the number of Fresnel zones that fit in the
planar aperture, as seen from the focal point. For an aperture diameter of 2a and an
image distance l, we have

NF =
a2

lλ
, (45)

with NF the Fresnel number and λ the wavelength of the light in the image space.
Pioneering work on this subject was carried out by Wolf and Li[3]. In Ref. [B1],

Fig.(2.5), some numerical examples are shown where the Debye integral turns out to
yield a bad approximation of the physical problem at hand and the Rayleigh diffraction
integral should be used instead. It has turned out that the Rayleigh integral can be
adapted to the ENZ-framework by applying some relatively simple scaling rules to
the focal distribution according to the Debye integral. Denoting the coordinate choice
and the calculation result according to the Debye integral by the index D, the field
amplitude and scaled coordinates according to the Rayleigh diffraction integral are
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found by the transformations

A0,R =
l

l + zD
A0,D , zR =

l

l + zD
zD , rR =

l

l + zD
rD , (46)

with zD the defocusing, A0,R the on-axis amplitude following from the Rayleigh integral
and zR and rR the axial and transverse coordinates to be used in the Rayleigh end result,
the calculations having been carried out at coordinates zD and rD with the aid of the
Debye integral, see also [P27].

5.8 Pupil scaling and decentring

In various diffraction problems in optics the size or shape of the diaphragm is not fixed.
A well-known example of such a variable diaphragm is the iris of the eye. But also
in astronomical observation special pupil configuration are encountered, for instance,
the central obstruction of a telescope and a special pupil map of an aperture synthesis
system. In optical lithography, a smaller diaphragm size is sometimes used to facilitate
the printing of certain features. Modified Zernike polynomials that are orthogonal on
an annular pupil have been devised by Mahajan[4], with the obscuration factor ǫ of the
central obstruction as a parameter. The more general problem of finding the Zernike
expansion of a scaled pupil from the expansion coefficients of the nominal pupil function
has been solved in an elegant way in [J10]; applications of these new scaling formulae
are found in [J15]. For the more general subject of finding the Zernike expansion of a
scaled and shifted pupil, see also Sect. 7.4 and [J19].

5.9 Energy and momentum transport in the focal region

The availability of semi-analytic expressions for the electric and magnetic field compo-
nents in a high-numerical-aperture focused field enable the analysis of EM-quantities
like the electric and magnetic energy density, the Poynting vector, the vector com-
ponents of the linear and angular momentum density and their three-dimensional flow
components. Ref. [D1] presents the conservation laws of these quadratic EM-quantities
in a high-NA focal field. In Ref. [J14] explicit expressions are given for the electromag-
netic quadratic quantities in terms of the ENZ-based through-focus field components.
The analysis enables the separation of orbital and spin-induced angular momentum in
the focal region of a general incident beam in the entrance pupil with an elliptical state
of polarisation.

6 Survey of literature and applications of ENZ theory

The ENZ-theory started with [ J1] in which the power-Bessel series of the Lommel
type for the diffraction integral involving a general aberration term Zm

n is presented.
This paper [J1] was followed immediately by [J2] where the solution of the forward
problem was treated (calculation of the through-focus point-spread function from the
pupil function using its Zernike expansion). In [J2] the merits of the new approach for
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forward calculations are established from an optical point of view and a rule-of-thumb
is developed for the number of terms one should include in the infinite power-Bessel
series (normally 3|f | + 5 suffices). The extension of the forward calculation to more
complicated object structures is considered and the influence of the illumination coher-
ence is included for a simple two-point resolution test.

In [J5] a different series expansion for the basic general diffraction integral is pre-
sented. These alternative expansions involve products of two types of Bessel functions
and arise when Bauer’s formula expressing exp{ifρ2} as an infinite series involving
products of spherical Bessel functions jk(f/2) and Zernike polynomials R0

2k(ρ) of order
m = 0, is used in conjunction with relatively new results from the theory of orthog-
onal polynomials. In particular, the important problem, see Ref.[1], pp. 534-535, of
systematically writing the product of two Zernike polynomials of order m1, m2 as a
linear combination of Zernike polynomials of order m1 + m2 can be solved with these
recent results. The resulting Bessel-Bessel series representation generalizes a result of
the ”classical” Nijboer-Zernike theory for the aberration-free case m = n = 0. Bessel-
Bessel series representations are somewhat more complicated than the representations
of the Lommel type, but have the advantage that they are practically immune to loss
of digits, irrespective how large f and/or r are.

In [J4] the Zernike-based solution for the forward problem is extended to cover
the case of aberrated, high-aperture optical systems. In this extension, the focal fac-
tor exp{ifρ2} is replaced by its correct version exp{(if/u0)[1 − (1 − s2

0ρ
2)1/2]} with

u0 = 1− (1− s2
0)

1/2 and s0 = NA, the numerical aperture of the system. Furthermore,
the radiometric effect, manifesting itself by a factor (1 − s2

0ρ
2)−1/4 by which the pupil

function must be multiplied, is accounted for. Moreover, in [J4], the vector character
of the electromagnetic field is taken into account, including the state of polarization
of the light used. In [J4], the squared modulus of the field is displayed as well as the
spatial distribution of the Poynting vector in the focal region. These results were also
presented in part at two scientific meeting, see [P2], [P4].

A further extension of the forward calculation method applies to the imaging of
extended objects. The object is illuminated with a coherent beam of light, preferably
a plane wave from a specified direction. The diffracted field on the entrance pupil
sphere is calculated, using a scalar or vector diffraction method. The propagation of
the complex field on the entrance pupil sphere is propagated towards the exit pupil,
including the amplitude and transmission function of the optical system. The Zernike
expansion of the field in the entrance pupil is multiplied by the complex lens function,
in terms of its Zernike expansion. With the resulting field on the exit pupil sphere,
expressed by means of a set of Zernike coefficients, we obtain the field in the focal
region using the customary ENZ method. The main difference with the standard prop-
agation method is the more complicated initial field on the entrance pupil. Normally,
a very limited number of lower order Zernike coefficients are required to describe the
entrance pupil field. In the presence of a complicated object, the diffracted field on the
entrance pupil sphere needs Zernike coefficients of very high order, both radially and
azimuthally. Typical maximum order numbers are 20, in extreme cases up to 30 or 40.
More complicated illumination patterns, ranging from partially coherent to fully inco-
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herent, are simulated by summing a larger number of mutually incoherent plane waves
form various directions that represent with sufficient accuracy the incident illumination
intensity. The complete scheme for the imaging of an extended object is found in [J17].
A comprehensive description is also found in [D2].

Point-source and extended imaging in a piecewise inhomogeneous image space fre-
quently occur in optical imaging. When the medium is stratified, with a sequence of
parallel interfaces separating media with different refractive index, the ENZ-method
can be used provided the interfaces are perpendicular to the optical axis. The forward
and backward propagating fields in each layer can be calculated using the standard
approach for plane wave propagation in such a layered medium (matrix method, scat-
tering matrix method, optical admittance method etc.) The forward and backward
components each produce their coherent focal field distributions. Because these fields
have been derived from the same coherent source point, interference effects arise. The
coherent interference effects give rise to, for instance, standing wave patterns. The
calculation procedure for imaging in a stack of thin layers has been described in [J17]
and [D2].

The papers [J1], [J2] on the solution of the forward problem were soon followed by
a contribution at the SPIE Microlithography 2002 conference [C1] on the solution of
the inverse problem of aberration retrieval; an extended version of [C1] is the journal
paper [J3]. In [C1] and [J3] the proof-of-principle of the aberration retrieval method
is given for the case of small pure-phase aberrations in a practical lithographic setting.
Also, there is briefly hinted at the method for retrieval of general aberrations. The
various ”lucky breaks” that occur for the pure-phase version, such as immunity to dele-
tion of small cross-terms in the theoretical intensity and only third-order errors due
to linearizing exp{iΦ} as 1 + iΦ, were noted in [C1], [J3]. Furthermore, the forward
and backward solutions are corrected for the realistic situation that the pinhole that is
being imaged has a finite size (instead of being a true delta function). This is simply
done by replacing the (real) focus value f in exp{ifρ2} by a complex value f + id,
where d is directly related to the diameter of the pinhole. A basic survey of the ENZ-
approach, both for the forward problem and the inverse problem, with some emphasis
on applications in a lithographic context, is presented in [C5]. Further validations of
the aberration retrieval method are given in [C2] where experimental results, achieved
on a modern wafer scanner, are shown. In particular, [C2] contains pictures that show
retrieval results for aberrated lithographic lenses to which specific pure-phase aberra-
tions of known size were intentionally added.

A further extension of the retrieval methodology in lithography is the inclusion of
the effects of spatial diffusion and of focal statistics. This requires appropriate modifica-
tion of the basic functions REm

n , IMm
n in the retrieval equations. Some details for this

are given in [C3], where diffusion parameters and focal variances are estimated along
with spherical aberration coefficients. An extended and considerably more detailed
version of [C3] is [J8]. In the latter manuscript, the correction of the basic functions
corresponding to radially symmetric aberrations is done analytically to second order
for the leading basic function involving |V 0

0 |2 and to first order for the basic functions
involving the V 0

2pV
0
0
∗

with p = 1, 2, .., see (24). This avoids the numerical evaluation
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of the required convolution integrals which is a time-consuming and delicate matter,
especially when the diffusion parameters and focal variances are small. In addition, in
[C6] we discuss the application of ENZ to aerial image based lens metrology and lens
adjustment, the experimental results pertaining to a prototype DUV lens (NA = 0.75,
λ = 248 nm). In this application, the ENZ-method has been adjusted for chromatic
errors in accordance with the corrections discussed above. There is good agreement
with results obtained from an interferometric experiment, where the ENZ-method has
the advantage that both phase AND transmission errors are estimated.

The aberration retrieval methods have also been validated by performing exten-
sive simulations in [J6]. Here the ”lucky breaks” that occur for the pure-phase retrieval
method are explained and illustrated by consideration of special aberrations 1+iαm

n Zm
n ,

exp{iαm
n Zm

n }. These ”lucky breaks” do not occur, however, for the case of generally
aberrated pupil functions. For the latter case, an iterative version of the method is
proposed in which in each iteration step the deleted small cross-terms are estimated
and included in the procedure by feeding back the β’s from the previous step. It is
observed in [J6] that then perfect reconstruction occurs for aberrations that may well
exceed the diffraction limit. Furthermore, a simple but effective procedure is developed
in [J6] to account in the diffraction integral for effects like the use of pinholes of finite
size and the radiometric effect.

An extension of the general aberration retrieval method has been presented in [J7]
where the high-NA effects have been included in accordance with the vector diffraction
theory. Although the formulae that describe the through-focus intensity have a quite
complicated nature, it is again possible to extract the harmonic azimuthal functions in
the theoretical expression for the intensity in the focal region. Not only the geometri-
cal aberration and transmission errors of the optical system but also the birefringence
effects are of importance now. By collecting the data from four through-focus intensity
maps, it is, in principle, possible to retrieve the complete ’polarization’ aberrations of
a high-NA optical system. Like in the scalar diffraction case, it is possible to estab-
lish an equation for the vector diffraction case in which the measured through-focus
intensity distribution is approximated by a linearized analytic expression for the in-
tensity containing the unknown Zernike coefficients (see master thesis [T1] and [J9]).
The incident light can have arbitrary polarization; successive intensity measurements
with orthogonal linear and/or circular polarization states allow the retrieval of the po-
larization aberrations of the system. An iterative scheme has also been applied in the
vector diffraction case and it was demonstrated that Zernike coefficients converge to
a final stable value once they are bound to an interval of typically one wavelength or
2π in the phase domain. As a special case, we discuss in [C4] (and [J8]) the extension
of aberration retrieval to high-NA optical systems if the pin-hole source is illuminated
with unpolarized light and the aberrations are restricted to be circularly symmetric.
A simplified version of the vector diffraction analysis can be used here and it has been
applied to experimental data pertaining to an immersion scanner (NA=0.85, λ=193
nm).

Various presentations on the aberration retrieval methods were given at scientific
meetings, see [P1], [P3], [P5], [P6], [P7], [P8], [P9,abstract], [P9,poster], [P10], [P11],
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[P12], [P13], [P14], [P29]. The more general references for aberration retrieval are [B1]
and [D2].

7 Some related results and developments

In the process of establishing the ENZ-theory, we have obtained several results of
mathematical nature on Zernike polynomials and aberrated optical systems that are
also interesting outside the context of ENZ. These results have been published only in
part and include

1. An extensive list of explicit Zernike expansions of functions given in analytic form.

2. Explicit results on Zernike expansion coefficients and Strehl ratios for pupils with
reduced apertures.

3. Strehl ratio approximation for high-numerical-aperture systems.

4. DFT-algorithm for the computation of Zernike polynomials of arbitrary high de-
gree n and azimuthal order m and various related results.

1. The list mentioned in 1 contains the Zernike expansions of

a. Radial functions with Zernikem-expansions of the form
∑∞

j=0 βm
m+2j Rm

m+2j such
as

ρα (Re (α) > −m − 2) , Jk(bρ) (m = k) , 1 −
√

1 − s2
0ρ

2 (m = 2) , (47)

and the Zernike0-expansions for the functions

(1 − s2
0ρ

2)α , ln

(

1 ±
√

1 − s2
0ρ

2

)

, eαρ2

,
J1(bρ)

bρ
, · · · . (48)

b. Pure phase aberrations exp[iαZ(ρ, θ)] with Z(ρ, θ) any of the primary aberrations
as listed in Table 1 on p. 3. One such expansion occurs in the paper JOSA-A,
Vol. 22 (2005), 2569-2577, where it is used for an application in digital holography
using an elliptical, astigmatic Gaussian beam.

c. Explicit and closed form Zernike expansions of ρkRm
n (ρ), ρ−lRm

n (ρ), and of the
indefinite integral

∫

ρkRm
n (ρ)dρ. One such result is

ρkRm
n (ρ) =

k
∑

j=0

n + k − 2j + 1

n + k − j + 1

(p
j

)(q+k−j
q

)

(n+k−j
k

)
Rm+k

n+k−2j , (49)

where p = (n + m)/2, q = (n − m)/2 and k = 0, 1, · · · . In these expansions, the
upper index of the Zernike polynomials is independent of the summation index,
but we have also results where the lower index is constant, see [J18], [D2].
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2. Assume that we have a pupil in its Zernike representation

P (ρ, θ) =
∑

n,m

βm
n Rm

n (ρ) cos mθ , 0 ≤ ρ ≤ 1, 0 ≤ θ ≤ 2π , (50)

and consider for ε ∈ (0, 1) the “scaled” pupil

P (ερ, θ) , 0 ≤ ρ ≤ 1, 0 ≤ θ ≤ 2π . (51)

Then the scaled pupil function has Zernike expansion

P (ερ, θ) =
∑

n,m

βm
n (ε)Rm

n (ρ) cos mθ , 0 ≤ ρ ≤ 1, 0 ≤ θ ≤ 2π , (52)

in which the βm
n (ε) can be computed from the full-scale pupil coefficients βm

n according
to

βm
n (ε) =

∑

n′=n,n+2,···

βm
n′

[

Rn
n′(ε) − Rn+2

n′ (ε)
]

, n = m, m + 2, · · · . (53)

This result, with some of its consequences in a lithographic context, appears in [J10].
A further elaboration, with special attention to Strehl ratios of scaled pupils and aber-
ration retrieval on scaled and annular pupils, is given in [J15], see also [P15].

3. In [J11] we consider the Strehl ratio and optimum focus setting for the case of
optical systems with a high NA. It turns out that both the approximating expression
for the Strehl ratio and the value of the optimal focus setting (maximizing the Strehl
ratio) significantly deviate from the low-NA expression and value from NA = 0.90
onwards. This deviation stems largely from the fact that the commonly used quadratic
approximation of the defocus part becomes inadequate at high NA. We develop very
accurate and feasible approximations to both the Strehl ratio and the optimal focus
setting in [J11] and illustrate these for the case of spherical aberration and astigmatism
with NA = 0.95.

4. In [J13] a new formula for Zernike polynomials is developed,

Rm
n (ρ) =

1

N

N−1
∑

k=0

Un(ρ cos
2πk

N
) cos

2πmk

N
, 0 ≤ ρ ≤ 1 , (54)

where N is any integer > n + m, and Un is the Chebyshev polynomial of the second
kind and of degree n. The evaluation of Rm

n (ρ) in the representation (54) is feasi-
ble no matter how large m and n are (the commonly used polynomial representation
Rm

n (ρ) =
∑ p

s=0(−1)s
(n−s

p

)(p
s

)

ρn−2s is not feasible for large n and m due to the binomi-
als). Moreover, by using the Fast Fourier Transform, one can produce the values of all
Zernike polynomials Rm

n (ρ) (with m ≤ n) at a particular point ρ ∈ (0, 1) in O(N log N)
operations. The representation (54) follows from the (error-free) discretization of the
formula

Rm
n (ρ) =

1

2π

∫ 2π

0
Un(ρ cos θ) cos mθdθ , 0 ≤ ρ ≤ 1 , (55)
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that is proved in [J13] using Radon Transform formulas for Zernike polynomials. The
representation (55) is also a very good starting point to obtain the asymptotic be-
haviour of the Rm

n (ρ) as m and n → ∞. For instance, one obtains by a straightforward
application of the stationary-phase method to the integral in (55) the approximation

Rm
n (ρ) = 0 , 0 ≤ ρ ≤ u − ε , (56)

Rm
n (ρ) =

2 sin
[

(n + 1)F − mG + 1
4π
]

((1 − ρ2)(ρ2 − u2))
1

4

√

2π(n + 1)
, u + ε ≤ ρ ≤ 1 − ε , (57)

where

u =
m

n + 1
, F = arccos

(

ρ2 − u2

1 − u2

)
1

2

, G = arccos
1

ρ

(

ρ2 − u2

1 − u2

)
1

2

, (58)

as n, m → ∞ and u is bounded away from 0 and 1. Also, for the cases that ρ is near
0, u or 1, one can obtain with somewhat more effort useful results from (55).

A further striking result that is associated with the ones just given is the following
one. Assume that we have a pupil function P (ρ, θ) ≡ p(ν, µ) that depends on one
variable, say ν, only. Thus we have that

P (ρ, θ) = f(ρ cos θ) = f(ν) , −1 ≤ ν ≤ 1 , (59)

for some function f(ν). Then the Zernike expansion of P is given as

P (ρ, θ) =
∞
∑

m=0

∑

n=m,m+2,···

εm(tn − tn+2)R
m
n (ρ) cos mθ , (60)

where εm = 1 for m = 0 and εm = 2 for m = 1, 2, · · · (Neumann’s symbol), and tn are
the Fourier cosine series expansion coefficients of f(cos x),

f(cos x) = t0 + 2
∞
∑

n=1

tn cos nx . (61)

5. Recently, a number of new analytic results for the Zernike polynomials were estab-
lished using the basic result of Eq.(16) from the classical Nijboer-Zernike theory, see
[J19]. Thus there are given explicit formulae for

(a) the expansion coefficients of scaled-and-shifted circle polynomials (compare 7.2
where only scaling was considered),
(b) the expansion coefficients of the correlation of two circle polynomials,
(c) the Fourier coefficients occurring in the cosine representation of the radial polyno-
mials.

The result in (a) has applications in both optical lithography and ophthalmology.
The result in (b) is of great interest when calculating transfer functions in optical
imaging from the Zernike expansion of the pupil function that gives rise to the transfer
function as an autocorrelation function. The result in (c) is of importance when the
pupil disk is sampled according to a separable sampling scheme ρk exp(iθl) in which
ρk = cos {π(k − 1/2)/2K} with k = 1, · · · , K; see [P18] for the merits of such a scheme.
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8 Current and future research

Several long-term ENZ research options are pursued at this moment.

i) High-NA aberration retrieval

In the beginning, the retrieval operations have been limited to the scalar diffrac-
tion case; the method now has to be extended to the case of high-NA optical
systems. The forward problem for the high-NA case is already considerably more
complicated than the low-NA forward problem, and this is reflected in the inverse
problem by a corresponding increase in complexity, see [J7]. The first results of
high-NA retrieval have been obtained with ’synthetic data’. With this expression
we mean that analytically obtained intensity data in the focal volume (ENZ for-
ward calculation) have been used to replace the measured data that eventually
are needed to go back to the aberrations and transmission defects of an optical
system. The next step is to use measured intensity data that have been obtained
for a variety of incident states of polarization. In this way we can go back not
only to geometrical aberrations of the optical system but also to its birefringence
properties (’polarization aberrations’). However, for the case that the illuminat-
ing light may be assumed to be unpolarized (which, up to now, is a realistic
assumption in the lithographic practice) and the aberrations may be assumed
to be radially symmetric, a simplification occurs so that the resulting retrieval
scheme strongly resembles the scheme that was found for the low-NA systems.
These developments are described in [J7], [C4]. A further enhancement of the
general retrieval method consists of incorporating and using the iterative option
of the general method. This option has been applied to the high-NA case with
synthetic data and leads to exact solutions after a modest number of iterations
(typically 5 to 10). The application of the iterative procedure to an experimental
set-up as encountered in lithographic applications is the logical next step. Aber-
ration retrieval of optical systems with special pupil shapes, for instance a central
obstruction, is also a quite straightforward extension, see [P24] and [D2].

ii) Imaging in electron microscopy

Further possible applications could be found in high-resolution electron microscopy
operating close to the diffraction limit. Both aberration retrieval and the mea-
surement of the far-field intensity distribution of sources could be of interest.

iii) Aperture synthesis imaging

The coherent behaviour of arrays of apertures could also be characterized by
a Zernike expansion of the transmission function of the synthetic aperture and
its composite aberration pattern, constructed from the individual apertures and
their mutual wavefront piston and tilt errors. The application will necessarily be
limited to relatively ’dense’ aperture geometries. Very ’dilute’ synthetic apertures
will pose serious convergence problems with respect to the Zernike expansion.

iv) Stochastic imaging (atmospheric perturbations)
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Imaging through turbulent media (e.g. astronomical observation through the
atmosphere) has been analyzed using Zernike expansions of the stochastic wave-
front function. Correction of the atmospheric turbulence using adaptive optics
requires the derivation of an optical error signal that allows the mirror deforma-
tion of the adaptive optical element to counteract the atmospheric perturbation.
ENZ-theory is capable of accurately analyzing the (heavily) aberrated through-
focus point source images that are produced by the atmospheric perturbation.
The retrieval method then produces the steering signal for the deformable optical
element.

v) Various subjects

Pupil scaling has been studied with formulae that are easily accessible as com-
pared to previous results from the literature. Applications are found in ophthal-
mology and optical lithography. As a spin-off, compact formulae have been found
to incorporate the effect of pupil or sub-pupil decentering. These results are of
immediate interest to the astronomical community when aperture synthesis is
used as a stellar imaging technique.
ENZ-theory has also been applied in the field of acoustics where the Rayleigh
diffraction integral governs the sound diffraction, see Sec. 9.
The special conditions to correctly retrieve aberrations when dealing with mi-
crolenses have been taken into account int the ENZ-theory. Experiments are
going on in which the adapted ENZ-theory is tested by comparing the retrieved
aberration function of a microlenses with results from an interferometric mea-
surement.

9 Acoustic diffraction and the Nijboer-Zernike approach:
ANZ

9.1 Introduction

In acoustic radiation, the solution of the Helmholtz equation for the radiated pressure
in the field assumes a form that is tractable for computation in two important cases.
These cases are

1. radiation from a flexible, vibrating, flat membrane surrounded by a rigid, infinite
plane (baffled piston),

2. radiation from a flexible, vibrating subset of an otherwise rigid sphere.

The flexibility is in both cases embodied by a non-uniformity v(rs), the velocity profile
at a point rs on the membrane, so that the membrane moves according to v(rs) e(t)
where e(t) is a time-dependent excitation. In the case of a harmonic excitation e(t) =
exp(iωt), with ω a real frequency, the radiated pressure in the baffled-piston case is given
by one of the Rayleigh integrals, making the connection clear with optical diffraction in
which the electric field is given by one of the other Rayleigh integrals. The connection
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with optical diffraction is less clear for radiation from a spherical subset of a rigid
sphere. In that case, the pressure is the solution of the Helmholtz equation with
spherical boundary conditions and assumes the form of an infinite series involving
spherical harmonics and spherical Hankel functions with coefficients determined by the
boundary conditions.

In this section, we consider the important instances of problem 1 and 2 where the
membrane is a circular set and a spherical cap for the respective problems. In these
cases, it makes sense to represent the velocity profile as a series involving the Zernike
terms (appropriately modified in the spherical-cap case). In recent years, this idea
has been worked out in considerable detail by Aarts and Janssen, mainly for the case
that the velocity profile is radially and axially symmetric, respectively. In the case
of baffled-piston radiation, this has led to semi-analytic expressions for a variety of
acoustical quantities. Some of these quantities, such as the on-axis pressure and the
far-field pressure, follow rather directly from Rayleigh’s integral. Other quantities, such
as the pressure at the edge of the piston, the reaction force on the piston, the power
and directivity in the far field, and the spatial acoustic impulse response, follow upon
using King’s integral for the pressure and a considerable amount of advanced calculus.
For both the far-field and the quantities associated with King’s integral, the basic result
of the classical Nijboer-Zernike theory is crucial, since it gives the contribution to the
considered quantity of the separate Zernike terms that are used in the expansion of
v. The semi-analytic results for the on-axis pressure and the spatial acoustic impulse
response have led to the formulation and solution of several inverse problems in which
an (unknown) velocity profile is estimated, in terms of expansion coefficients, from
measured data in the field. For the case of radiation from a spherical cap with an
axially symmetric velocity profile v, the use of orthogonal functions on the cap (rather
than on the whole sphere) is crucial in the interest of a stable solution of the inverse
problem of estimating v from measured data in the field. The transition from cap
expansion coefficients of v to whole-sphere coefficients of v (the latter being required
in the series solution of the Helmholtz equation) is provided by the scaling theory for
Zernike terms as discussed in Sec. 7.2.

9.2 Baffled-piston radiation

9.2.1 Rayleigh integral and King integral

For circular, baffled-piston radiation, with the piston set S a disk of radius a in the
x − y plane and a (non-uniform) velocity profile v(rs), rs = (xs, ys, 0), vanishing for
|rs| > a, the pressure p(r, t) at a field point r = (x, y, z) with z > 0 due to a harmonic
excitation is given by the Rayleigh-II integral

p(r, t) =
i ρ0 ck

2π
eiωt

∫

S

v(rs)
e−ikr′

r′
dS . (62)

Here ρ0 is the density of the medium, c is the speed of sound in the medium, and
k = ω/c is the wave number. Furthermore, t is time and r′ = |r − rs| is the distance
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between the field point r and the piston point rs. The time variable t in p(r, t) and the
harmonic factor exp(iωt) in front of the integral in (62) are omitted in the sequel.

In optical diffraction theory of focused fields, the electric field is given by the
Rayleigh-I integral, see [B1], Sec. 2 and in particular Subsec 2.3, which is an inte-
gral of a similar type as the one in (62) for the pressure p. Focusing is embodied
here by including in the non-uniformity a focal factor exp(iΦ), and has the effect that
the integral only has to be considered in a small region (the focal volume) when the
wavelength of the coherent light source is sufficiently high. Therefore, approximations
can be made in the optical setting, leading to the Debye approximation, see [B1], Sub-
sec. 2.2. In the acoustical setting, where no focusing is used normally and where the
frequencies of the applied excitations are much smaller, such approximations are not
valid. In [B1], Subsec. 2.4 and [J16], Sec. 6, a comparison of the Rayleigh integral and
the Debye integral is made in the optical context when the used wavelength λ is varied
from small to large.

There is, along with the Rayleigh integral, the King integral

p(r) = i ρ0 ck

∞
∫

0

e−z(u2−k2)1/2

(u2 − k2)1/2
J0(wu)V (u)u du (63)

for the complex amplitude p(r) of the pressure. Here w = (x2 + y2)1/2 is the distance
of the field point r = (x, y, z) from the axis and

V (u) =

a
∫

0

J0(uσ) v(σ)σ dσ , u ≥ 0 , (64)

is the Hankel transform of v(rs), |rs| = σ.

9.2.2 Zernike expansion of the velocity profile

The radially symmetric velocity profile v(σ), with σ = (x2
s + y2

s)
1/2, is expanded as

v(σ) = Vs

∞
∑

l=0

ul R
0
2l(σ/a) , 0 ≤ σ ≤ a , (65)

in which Vs is the average velocity so that u0 = 1. The Hankel transform of v, which is
the Fourier transform of v(xs, ys) considered as a radially symmetric function, follows
from the basic result of the Nijboer-Zernike theory as

V (u) = a2 Vs

∞
∑

l=0

ul(−1)l J2l+1(ua)

ua
, u ≥ 0 . (66)

9.2.3 On-axis and far-field pressure
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In [ANZ1], the Rayleigh integral and an explicit result for the Zernike expansion of
exp(−ikr′)/r′ when r = (0, 0, z) is an on-axis field point have been used to show that

p(r = (0, 0, z)) =
1

2
ρ0 c Vs(ka)2

∞
∑

l=0

ul(−1)l γl(z, k) (67)

in which γl is expressed explicitly in terms of spherical Bessel and Hankel functions.
Also in [ANZ1], it has been shown by using the Rayleigh integral for large values of |r|
that

p(r = (r sinϑ, 0, r cos ϑ)) ≈

≈ i ρ0 c Vs
e−ikr

r
a2

∞
∑

l=0

ul(−1)l J2l+1(ka sin ϑ)

ka sinϑ
. (68)

The result in (67) is used in [ANZ1] to devise a procedure for estimating an unknown
velocity profile v, on the level of Zernike expansion coefficients, from measured on-
axis pressures. These coefficients can then be substituted into (68), and this yields
an estimate of the far-field. The on-axis data can be collected in the near-field of the
radiator and this gives a method for predicting the far-field without having to use an
anechoic room.

9.2.4 Edge pressure, reaction force, and power and directivity

In [ANZ2], the King integral (63) and the series expansion (66) have been used to
obtain semi-analytic expressions for the pressure at the edge of the piston, the reaction
force on the piston, and the power and directivity. For example, the total reaction force

F =

∫

S

p dS (69)

is expressed as

F = 2πi ρ0 kc Vs a2
∞
∑

l=0

ul(−1)l Il(ka) (70)

in which Il(ka) are integrals involving the product of two Bessel function for which in
[ANZ2] there are developed explicit power series expansions in ka.

9.2.5 Spatial acoustic impulse responses

The complex amplitude p(r ; ω) of the pressure is for each wave number k = ω/c given
by the Rayleigh integral (62). In acoustics, the media may be considered to be non-
dispersive, and so (62) does not need to be corrected for refractive effects. The velocity
potential ϕ(r ; ω) is given by

ϕ(r ; ω) =
1

i ρ0 ck
p(r ; ω) , (71)
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and can be used, via an inverse Fourier transformation with respect to ω, to compute
the spatial acoustic impulse response h(t ; r), This impulse response is the potential at
time t > 0 and field point r due to a unit instantaneous volume displacement at t = 0
of the piston. It turns out that h(t ; r) can be expressed as an integral of the velocity
profile v along the arc in the piston plane of piston points that are all at a common
distance ct from the field point. In the case that r = (0, 0, z) is an on-axis point, this
arc is non-existing or misses the piston when ct < z or ct > (z2 + a2)1/2, and when
z ≤ ct ≤ (z2 + a2)1/2, one simply has

h(t ; (0, 0, z)) = cv(R(t ; z)) , (72)

where R(t ; z) = (c2t2 − z2)1/2 is the radius of the circle of all points having distance ct
to (0, 0, z). This formula (72), giving the velocity profile at any axial point (0, 0, z) in
time-warped form, has been used as the basis of an approach to estimate an unknown,
radially symmetric velocity profile from measured on-axis impulse response data in
[ANZ8].

Using the Zernike expansion (65) of v, integrals T 0
2l(t ; r) of Zernike terms along

the above-mentioned arcs arise. These integrals can be evaluated, see [ANZ9], in finite
terms by using R0

2l(ρ) = Pl(2ρ2−1) together with the addition theorem for the Legendre
polynomials Pl. Thus, there results an expression for h(t ; r) involving the expansion
coefficients ul and the finite-terms expression T 0

2l. Also this formula can be used to
estimate unknown velocity profiles, now again in terms of expansion coefficients, from
measured impulse response data collected in the whole half space in front of the baffle.

9.3 Sound radiation from a flexible cap on a rigid sphere

In [ANZ6], the problem of sound radiation from a spherical cap, with axially symmetric
velocity profile on the cap, on a rigid sphere is considered. Due to axial symmetry, the
series solution of the Helmholtz equation contains now only Legendre polynomials (=
Legendre functions of order 0). Thus, employing spherical coordinates, the complex
amplitude of the pressure due to the harmonic excitation exp(iωt), k = ω/c, is given
by

p(r, ϑ, ϕ) = −i ρ0 c
∞
∑

n=0

Wn Pn(cos ϑ)
h

(2)
n (kr)

h
(2)′
n (kR)

(73)

in which R is the radius of the sphere, and Wn are the expansion coefficients in W (ϑ) =
∑∞

n=0 Wn Pn(cos ϑ), where

W (ϑ = V (ϑ) cos ϑ , 0 ≤ ϑ ≤ ϑ0 , (74)

is the normal component of a velocity profile V (ϑ) on the cap with aperture angle ϑ0.
The interest in [ANZ6] is both in forward computation according to (73) and for

solving the inverse problem of estimating W in terms of expansion coefficients from
measured pressure data around the sphere. However, the representation of W using
the expansion coefficients Wn is very inefficient: when W or V is constant on the cap
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and 0 outside the cap, the Wn decay as slow as 1/
√

n. In [ANZ6], the more efficient
representation

W (2 arcsin(s0ρ)) = w0

∞
∑

l=0

ul R
0
2l(ρ) , 0 ≤ ρ ≤ 1 , (75)

with s0 = sin 1
2 ϑ0 (and u0 = 1, as earlier) is proposed. Using the scaling result of

[J10], also see Sec. 7.2, it is shown in [ANZ6] that both the Wn required in (73) and the
pressure p can be expressed semi-analytically in terms of the ul and certain explicitly
given functions indexed by l.

In [ANZ6], the sound radiation from a true loudspeaker is compared with that from
a flexible cap in a rigid sphere on the level of polar plots of the modulus of the pressure.
This comparison is continued in [ANZ7] where a variety of other acoustical quantities
is considered (baffle-step response, sound power and directivity, acoustic center). The
attention in [ANZ7] is limited to forward calculation, and mainly to the cases that W
or V is constant in (74). Then the Wn used in (73) assume an explicit form and (73)
can be used directly (i.e., without intervention of the ul in (75)). In general, one can
say that the sound radiation from a true loudspeaker can be very well compared with
that of a spherical cap on a sphere when cap area and sphere volume are chosen to be
equal to membrane area and box volume of the loudspeaker.

10 Computer codes

Some computer codes (MatLab-based) have been made available on the ENZ-webpage.
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Most references in this text can be found on the Extended Nijboer-Zernike website
itself: Extended Nijboer-Zernike (ENZ) Analysis and Aberration Retrieval.
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